用户态调度相关工作调研

**可配置内核调度**

可配置内核调度是指在内核中提供灵活的机制，使用户能够根据具体需求自定义和扩展调度策略。[1]提出了一个针对软实时的保证系统，该系统能针对分层调度提供了确定性的保障，其中每个层次的分层调度算法支持任意调度算法。[2]通过可插拔策略的API来定制内核的的调度策略。尽管这些设计体现了调度策略定制的高效性，但是这些调度策略都是在内核空间中实现的，没有考虑到与应用程序进行紧密的协同设计。Enoki[3]是一个用于快速开发Linux内核调度器的框架, 支持将新的调度策略实时升级到内核中，支持用户空间调试，并且与应用程序之间具有双向通信功能,实现了跨应用程序和调度器的细粒度核心共享。Plugsched[4]以模块化的思想，将调度器与Linux内核解耦为一个独立的模块，并通过使用数据重建技术将状态从旧调度器迁移到新调度器。该方案可以直接应用于生产环境中的Linux内核调度器，而无需修改内核代码。[5]提出了一个Linux内核调度扩展的概念验证，该扩展设计为用户监控线程（UMT），允许用户空间进程在所选线程被阻塞或解除阻塞时收到通知，从而使运行时可以在空闲核心上安排额外的工作。[6]提出了一种内存感知的公平份额调度算法，该调度方法精心将运行任务的CPU周期与真正的内存相关停滞分离开来，并对任务进行补偿，使其在为时已晚之前获得所需的CPU份额。所提出的方法是自适应、有效且高效的，不依赖于任何静态分配或内存硬件资源的分区，并且仅具有可以忽略不计的运行时开销就能提高QoS应用程序的性能。此外，该调度设计是一种仅基于软件的解决方案，仅需对内核进行最小的修改，就可轻松地集成到内核调度器中。

**用户级调度**

用户级调度是指调度和管理线程的机制在用户空间（应用程序级别）中实现，而不是在内核空间中实现。例如，[7]在进程内，使用并发管理来管理保护域的线程。用户级调度支持高效的线程调度，但是需要考虑阻塞系统调用并与阻塞系统调用集成。[8]中定义了一个基于阻塞系统调用使用动态绑定内核到用户级线程的协议，然而，该协议需要在内核级和用户级线程库之间进行复杂的交互，增加了其复杂性。用户级的调度只能在保护域内起作用，这些方法不能调度其他保护域中的线程。同时，操作系统内核并不直接感知或控制这些用户级线程，而是将它们视为单一的进程来管理。特别是遇到阻塞操作时，无法利用内核的调度机制进行线程切换，可能导致资源浪费。传统的线程调度时，会为应用的每个请求创建一个内核线程，将应用进程在CPU上进行调度，这样导致系统资源利用率低下，而且会造成应用程序之间的资源的竞争。[9]实现了一个用户级线程调度方案（Arachne），它能依据负载对应用的线程进行CPU核心的调度, 让应用程序感知到所需的CPU核心数，并独占核心。同时，为每个核心创建的一个内核进程，消除与其他应用的资源竞争。通过对应用程序的线程依据负载在CPU核心上进行调度，以优化应用的性能。ghOSt[10]基于Linux内核之上构建了高性能的框架，该框架提供了丰富的API，可以从用户空间接收进程的调度决策，并将其作为事务执行。从而实现了将线程调度策略委派给用户空间进程，并进行了相关的策略优化、无中断升级和故障隔离。LibPreemptible[11]是一个灵活、轻量级且可扩展的抢占式用户级线程库。通过提供一种用于传递定时中断的快速轻量级硬件机制、通用用户级调度接口和为可供用户开发使用的API，该用户级线程库实现了根据应用程序需求进行自适应调度的调度策略。

**中间件调度**

中间件调度是一种调度机制，它通过利用内核API和优化调度策略，在内核和用户级别进行线程的优先级管理和资源调度，旨在在不同的保护域之间有效分配计算资源，处理调度阻塞，并简化用户级调度器的设计。[12]和[13] 通过显式分配优先级，以便只有单个目标线程具有最高优先级。通过巧妙地利用现有的内核策略和抽象，这使得这种方法即使在调度程序的保护域之外也能对线程进行调度。然而，这种方式存在以下缺陷：（1）不仅需要设计到内核的调度器，还存在双别内核上下文切换（用户态切换到内核态线程，内核态切换新的用户级的线程）和用于优先级管理的API的开销。(2)当线程进行系统调用时发生阻塞，唤醒该线程的时间不确定，这给调度器准确跟踪线程的状态带来挑战。[14]提出了一种两级调度机制，其中内核负责为应用程序分配处理器，而应用程序则负责自己的线程调度。这种机制允许应用程序在内核层面和用户空间层面之间进行交互，以更有效地管理线程的执行。

**并行系统调度**

并行系统调度是指在多核系统中有效管理和调度并行任务的过程，以最大化地利用多核处理器的性能。并行系统调度的主要目标是提升系统的并行性和同步能力，同时保证高效利用计算资源，避免任务间的阻塞和死锁。实时系统中，实时系统中主要适用OpenMP来提高程序的运行时的并行性能。在这种运行时中，[15], [16], [17] 为实时处理调度并行任务提出了一系列独特的挑战。这是由于，为了最大限度地利用大量内核，并行运行时将计算分解为细粒度的任务，这些任务非抢先执行，默认情况下在较少数量的系统线程上运行至完成。它们通常在任务执行延迟其进度的操作（例如，等待另一个任务完成）时定义调度点，此时运行库在同一线程上运行挂起的任务。OpenMP存在以下的特征，使系统在分析性地满足截止日期的同时保持高利用率的能力变得复杂且困难：（1）调度任务有效阻塞的点，（2）线程上下文被重用以执行挂起的任务的点，（3）对任务内共享数据结构的访问使用临界段原语，以及（4）任务非抢先执行。如果拥有关键部分的任务到达调度点，并且同一个线程执行试图进入相同关键部分的任务，则很容易发生死锁。OpenMP使用运行时提供的“avoidance”来解决这个死锁。为了避免这种死锁，默认情况下，所有任务都是绑定任务[18], [19]，这些任务限制运行时执行可能试图占用如此关键部分的任务,然而，这种情形下容易触发任务执行的最坏情况。在[20]中，提出了一种适用于在分层架构上执行具有不规则和大规模嵌套并行性的OpenMP程序的线程调度策略。该线程调度策略强制执行线程分配，最大化属于同一并行区域的线程，并在需要负载平衡时使用了一个NUMA感知的工作策略。

**用户级系统调度**

用户级系统调度允许用户级别对跨多个保护域的系统级别线程进行控制的调度机制。[21] 开发了一种用于 L4 微内核的层次化用户级调度架构，该架构将调度的功能转移到用户级，以提高调度的灵活性，当内核遇到调度不明确的情况时，引入用户决策。[22] 介绍了Composite组件系统中的用户级调度层次设计，其动机是为了创建一个既可靠又可预测的系统，并能根据特定应用需求进行配置。其设计目标是允许不受信任的开发者在保护域内安全地开发服务和策略，同时确保用户空间服务的时间控制，及时处理异步事件。其关键特性包括用户定义的调度策略、高效的异步事件处理和上行调用机制，以及对共享数据结构访问的同步管理。[23] 介绍了一种名为CPU继承调度的新型处理器调度框架，在该框架中任意线程可以作为其他线程的调度器，支持在一个系统中实现多种不同的调度策略，从而提供更大的调度灵活性。该框架允许模块化和分层控制处理器在不同管理域（如进程、作业、用户和组）中的使用，并准确地分配和记录CPU资源。应用程序和操作系统可以实现定制的本地调度策略，并通过框架确保所有不同策略的逻辑性和可预测性。作为附带效果，框架还通过提供一般形式的优先级继承机制来解决优先级反转问题。CPU继承调度自然地扩展到多处理器，支持处理器管理技术，如处理器亲和性和调度器激活，并且可以在典型环境中以可接受的开销提供这种灵活性。这些调度系统[21], [22], [23]是为系统级线程的用户级控制而设计的（即跨多个保护域）。它们支持线程阻塞和唤醒事件向调度器的矢量化[21], [22]。然而，这种方法需要线程调度的内核的介入，这也会带来额外的开销。

**分层调度**

分层调度通过在用户级实现结构化的调度层次，允许在子系统中对中断和传统线程调度进行管理。该机制支持在每个子系统内构建独立的调度策略，同时保证子系统与内核之间的隔离，从而提供低成本、可靠且可预测（可扩展）的系统。[21], [23]都提出了实现分层结构的用户级调度器的机制。此外，[13]认为用户级调度对实时系统是有用的，并提供了在中间件设置中适应它的方法。这些工作都没有试图从内核中删除所有阻塞和调度的概念。此外，这些方法没有提供在不求助于昂贵的调度器调用的情况下调度和记帐异步事件（例如，中断）的机制。[24] 探讨了如何在调度器的层次结构中提供组合硬实时保证的问题。该论文绍了一种组合方法，该方法通过子调度器的时间需求推导出父调度器的时间需求，确保只有在子调度器的时间需求得到满足时，父调度器的时间需求也能得到满足。[25] 提出了一种运行时算法，使得即使在对手完全控制时间的情况下，各分区也无法感知到其他分区的行为变化。这种方法支持使用动态时间分区机制，既提高了响应能力，又保证了算法级别的非干扰性，与静态方法的效果相当。时间可预测性是成功通过隐蔽时间信道进行通信的前提条件。实时系统特别容易受到时间信道的影响，因为实时应用程序由于时间分区的不确定性受到限制，往往会具有时间局部性。在[26]中，展示了即使在时间分区之间严格执行时间隔离的情况下，实时应用程序也可以创建隐藏的信息流。并且引入了一种在线算法，该算法对时间分区的时间表进行随机化，以减少时间局部性，同时保证时间分区的可调度性和时间隔离。

**用户态调度相关应用场景**

[27] 介绍了一个基于多核Linux用户态实时多任务调度框架ULight。ULight包括三个核心模块：多任务调度模块、定时器模块和用户态中断处理模块。这其中，多任务调度模块为Linux用户态提供基本的实时任务调度功能，定时器模块提供高精度的定时服务，用户态中断处理模块通过在内核态和用户态之间构建中断处理的快速通道，实现用户态任务直接处理硬件中断。[28] 针对数据中心负载中混杂请求对延迟敏感型请求响应尾延迟产生干扰的问题，提出了一种应用定义优先级调度的用户态协议栈。该设计利用用户态协议栈在数据中心请求处理中的关键位置，允许上层应用根据负载特征灵活定制优先级识别与调度策略，并通过协议栈提供的数据包和TCP流等状态信息，实现无需修改网络协议栈即可对不同负载场景进行灵活的优先级识别与调度，从而避免延迟敏感型请求受到其他混杂负载请求的干扰。针对多对多的线程模型失去了内核提供的隐式操作系统抢占功能及其线程必须显式地让出控制权的缺点，[29]提出了两种解决的方案：信号-让出和内核线程切换，以实现隐式抢占，提升处理器的核心利用率。

在云计算场景下，现代云应用程序容易出现高尾部延迟，因为它们的请求通常遵循高度分散的分布。为了减轻尾部延迟，现有的工作都是基于用户空间的调度和系统级调度相互结合的方法来进行优化。[30] 提出了一种名为LibPreemptible的抢占式用户级线程库，通过三种关键技术（快速轻量的定时中断硬件机制、通用的用户级调度接口、用户定制的自适应调度策略API）来减少微秒级工作负载的尾延迟并提高吞吐量。这种技术无需修改内核，灵活轻量且可扩展，能够适应不同负载水平和特性的实际应用。[31] 提出了一种名为SFS（智能功能调度器，Smart Function Scheduler）的新方法，用于优化无服务器计算环境中云函数的执行。SFS完全在用户空间工作，通过结合新的FILTER策略与Linux的CFS调度器，采用两级调度机制，实现接近最短剩余时间优先（SRTF）的调度。[32] 提出了Syrup，一个用户定义调度的框架，解决操作系统、网络栈和应用运行时缺乏对应用和请求的深入了解以及各层之间缺乏协调导致的次优调度决策问题。Syrup允许不受信任的应用开发者在不需要修改代码的情况下，跨系统层表达特定于应用的调度策略。开发者使用Syrup编写调度策略，将输入（线程、网络数据包、网络连接）与执行器（核心、网络套接字、NIC队列）匹配，并安全地部署在多个共存的应用上。

针对syscall密集型的应用程序，他们在执行的过程中会出现频繁的上下文切换开销。为了加速这类应用程序的执行，[33] 提出了一种用户空间绕过（Userspace Bypass，UB）的方法，通过透明地将用户空间指令移动到内核中来加速系统调用密集型应用。为了避免频繁系统调用带来的开销，内核识别出连续系统调用之间的短用户空间执行路径，并将这些路径中的指令转换为具有软件故障隔离（SFI）保障的代码块。
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